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Editorial 

New avenues in knowledge bases for natural language processing 
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etween the birth of the Internet and 2003, year of birth of so-

ial networks such as MySpace, Delicious, LinkedIn, and Facebook,

here were just a few dozen exabytes of information on the Web.

oday, that same amount of information is created weekly. The ad-

ent of the Social Web has provided people with new content-

haring services that allow them to create and share their own

ontents, ideas, and opinions, in a time- and cost-efficient way,

ith virtually millions of other people connected to the World

ide Web. This huge amount of information, however, is mainly

nstructured (because it is specifically produced for human con-

umption) and hence not directly machine-processable. The auto-

atic analysis of text involves a deep understanding of natural lan-

uage by machines, a reality from which we are still very far off. 

Hitherto, online information retrieval, aggregation, and process-

ng have mainly been based on algorithms relying on the textual

epresentation of webpages. Such algorithms are very good at re-

rieving texts, splitting them into parts, checking the spelling and

ounting the number of words. When it comes to interpreting sen-

ences and extracting meaningful information, however, their capa-

ilities are known to be very limited, as most of the existing ap-

roaches are still based on the syntactic representation of text, a

ethod that relies mainly on word co-occurrence frequencies. Such

lgorithms are limited by the fact that they can process only the

nformation that they can ‘see’. As human text processors, we do

ot have such limitations as every word we see activates a cas-

ade of semantically related concepts, relevant episodes, and sen-

ory experiences, all of which enable the completion of complex

atural language processing (NLP) tasks – such as word-sense dis-

mbiguation, textual entailment, and semantic role labeling – in a

uick and effortless way. 

Knowledge-based NLP focuses on the intrinsic meaning asso-

iated with natural language text. Rather than simply processing

ocuments at syntax-level, knowledge-based approaches rely on

mplicit denotative features associated with natural language text,

ence stepping away from the blind usage of word co-occurrence

ount. Unlike purely syntactical techniques, knowledge-based ap-

roaches are also able to detect semantics that are expressed in

 subtle manner, e.g., through the analysis of concepts that do

ot explicitly convey relevant information, but which are implic-

tly linked to other concepts that do so. 

This special issue aimed at bringing together contributions from

oth academics and practitioners in the context of knowledge-

ased NLP in order to address the wide spectrum of issues related

o NLP research and, hence, better grasp the current limitations

nd opportunities related to this fast-evolving branch of artificial
ttp://dx.doi.org/10.1016/j.knosys.2016.07.025 
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ntelligence. Out of the 54 submissions received for this special is-

ue, 17 were accepted. Two of the accepted papers underwent four

ounds of revisions, five papers underwent three, and the rest were

evised twice. 

The article “Using Neural Word Embeddings to Model User Be-

avior and Detect User Segments” by Ludovico Boratto, Salvatore

arta, Gianni Fenu, and Roberto Saia proposes to model user be-

avior for detecting segments of users to target for advertising.

arious sources of data are mined and modeled in order to de-

ect these segments, such as the queries issued by the users. Au-

hors first show the need for a user segmentation system to em-

loy reliable user preferences, since nearly half of the times users

eformulate their queries in order to satisfy their information need.

hen, they propose a method that analyzes the description of the

tems positively evaluated by the users and extracts a vector rep-

esentation of the words in these descriptions (word embeddings).

ince it is widely known that users tend to choose items of the

ame categories, the proposed approach is designed to avoid the

o-called preference stability, which would associate the users to

rivial segments. Authors performed different sets of experiments

n a large real-world dataset, which validated the proposed ap-

roach and showed its capability to produce effective segments. 

In “Bilingual Recursive Neural Network Based Data Selection for

tatistical Machine Translation”, Derek Wong, Yi Lu, and Lidia Chao

ddress the problem of data selection as an effective solution to

omain adaptation in statistical machine translation (SMT). The

ominant methods are perplexity-based ones, which do not con-

ider the mutual translations of sentence pairs and tend to se-

ect short sentences. Authors propose bilingual semi-supervised

ecursive neural network data selection methods to differentiate

omain-relevant data from out-domain data. The proposed meth-

ds are evaluated in the task of building domain-adapted SMT sys-

ems. Authors present extensive comparisons and show that the

roposed methods outperform the state-of-the-art data selection

pproaches. 

Next, the article “Text Normalization and Semantic Indexing

o Enhance Instant Messaging and SMS Spam Filtering” by Tiago

lmeida, Tiago Silva, Igor Santos, and José Gómez Hidalgo proposes

nd then evaluates a method to normalize and expand online In-

tant Messaging and SMS text in order to acquire better attributes

nd enhance the classification performance. The proposed text pro-

essing approach is based on lexicographic and semantic dictio-

aries along with state-of-the-art techniques for semantic analysis

nd context detection. This technique is used to normalize terms

nd create new attributes in order to change and expand original

http://dx.doi.org/10.1016/j.knosys.2016.07.025
http://www.ScienceDirect.com
http://www.elsevier.com/locate/knosys
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(  
text samples aiming to alleviate factors that can degrade the al-

gorithms performance, such as redundancies and inconsistencies.

Authors have evaluated the proposed approach with a public, real

and non-encoded dataset along with several established machine

learning methods. 

The article “Identifying Motifs for Evaluating Open Knowledge Ex-

traction on the Web” by Aldo Gangemi, Diego Reforgiato Recupero,

Misael Mongiovì, Andrea Nuzzolese, and Valentina Presutti is in

the context of Open Knowledge Extraction (OKE), the process of

extracting knowledge from text and representing it in formalized

machine readable format, by means of unsupervised, open-domain

and abstractive techniques. Despite the growing presence of tools

for reusing NLP results as linked data (LD), there is still lack of es-

tablished practices and benchmarks for the evaluation of OKE re-

sults tailored to LD. In this paper, authors propose to address this

issue by constructing RDF graph banks, based on the definition of

logical patterns called OKE Motifs. They demonstrate the usage and

extraction techniques of motifs using a broad-coverage OKE tool

for the Semantic Web called FRED. Finally, authors use identified

motifs as empirical data for assessing the quality of OKE results,

and show how they can be extended through a use case repre-

sented by an application within the Semantic Sentiment Analysis

domain. 

Following, “Aspect Extraction for Opinion Mining with a Deep

Convolutional Neural Network” – paper handled independently dur-

ing review process – is elaborated upon by Soujanya Poria, Erik

Cambria, and Alexander Gelbukh who present the first deep learn-

ing approach to aspect extraction in opinion mining. Aspect extrac-

tion is a subtask of opinion mining consisting in identifying the

concepts about which the opinion is expressed in an opinionated

text. Authors used a 7-layer Deep Convolutional Neural Network

(CNN) to tag each word in the sentence as an aspect or non-aspect

word. In addition to the CNN classifier, they developed a set of lin-

guistic patterns useful for the same purpose and combined them

with the CNN classifier. With this ensemble classifier, authors ob-

tained significantly better accuracy than the state-of-the-art meth-

ods. Finally, they trained a word embeddings model specifically for

sentiment analysis and opinion mining tasks, and made it publicly

available. 

“A New Hybrid Semi-supervised Algorithm for Text Classification

with Class-based Semantics” is presented by Berna Altinel and Mu-

rat Can Ganiz who propose novel semantic smoothing kernels

based on class specific transformations to represent certain aspects

of natural language semantics. These kernels use class-term matri-

ces, which can be considered as a new type of Vector Space Models

(VSM). By using the class as the context, these matrices can extract

class specific semantics by making use of word distributions both

in documents and in different classes. The classification algorithms

which are built on kernels like Support Vector Machines (SVM) can

make use of these strictly supervised semantic kernels to achieve

higher accuracy compared to traditional VSM based classifiers for

text classification. The proposed algorithm uses Helmholtz princi-

ple based calculation of term meanings for initial classification and

a class-based term weighting based semantic kernel with SVM for

the final classification model. Term meaning calculations depend

on the Helmholtz principle from the Gestalt theory and calculated

in the context of classes. Authors perform various experiments on

popular benchmark textual datasets and report the results with re-

spect to wide range of experimental conditions in order to evaluate

the proposed approach. 

The possibility of “Building a Twitter Opinion Lexicon from

Automatically-annotated Tweets” is analyzed by Felipe Bravo-

Marquez, Eibe Frank, and Bernhard Pfahringer who present a

method that combines information from automatically annotated

tweets and existing hand-made opinion lexicons to expand an

opinion lexicon in a supervised fashion. The expanded lexicon con-
ains part-of-speech (POS) disambiguated entries with a probabil-

ty distribution for positive, negative, and neutral polarity classes.

o obtain this distribution using machine learning, authors propose

ord-level attributes based on the syntactic information conveyed

y POS tags and associations between words and the sentiment

xpressed in the tweets in which they occur. They consider tweets

ith both hard and soft sentiment labels. The sentiment associa-

ions are modeled in two different ways: using semantic orienta-

ion, which is based on mutual information, and using stochastic

radient descent, which learns a linear relationship between

ords and sentiment. The training dataset is labeled by a seed

exicon built from the combination of multiple hand-annotated

exicons. Experimental results show that the proposed method

utperforms the three-dimensional word-level polarity classifica-

ion performance obtained by using semantic orientation alone, a

tate-of-the-art measure for establishing world-level sentiment. 

“Knowledge Base Population using Semantic Label Propagation’ is

ubsequently suggested by Lucas Sterckx, Thomas Demeester, Jo-

annes Deleu, and Chris Develder who study how the amount of

anual labeling necessary for knowledge base population can be

ignificantly reduced by applying distant supervision, which gen-

rates training data by aligning large text corpora with existing

nowledge bases. Authors propose to combine distant supervision

ith minimal human supervision by annotating features (in par-

icular shortest dependency paths) rather than complete relation

nstances. Such feature labeling eliminates noise from the initial

raining set, resulting in a significant increase of precision at the

xpense of recall. Authors further improve on this approach by

ntroducing the Semantic Label Propagation (SLP) method, which

ses the similarity between low-dimensional representations of

andidate training instances to again extend the (filtered) train-

ng set in order to increase recall while maintaining high precision.

he proposed strategy is evaluated on an established test collection

esigned for knowledge base population. The experimental results

how that SLP leads to substantial performance gains when com-

ared to existing approaches while requiring an almost negligible

uman annotation effort. 

The contribution “Contextual Sentiment Analysis for Social Me-

ia Genres” by Aminu Muhammad, Nirmalie Wiratunga, and Robert

othian introduce SmartSA, a lexicon-based sentiment classifica-

ion system for social media genres which integrates strategies to

apture contextual polarity from two perspectives: the interaction

f terms with their textual neighborhood (local context) and text

enre (global context). The lexicon-based approaches to opinion

ining involve the extraction of term polarities from sentiment

exicons and the aggregation of such scores to predict the overall

entiment of a piece of text. It is typically preferred where sen-

iment labeled data is difficult to obtain or algorithm robustness

cross different domains is essential. A major challenge for this ap-

roach is accounting for the semantic gap between prior polarities

f terms captured by a lexicon and the terms – polarities in a spe-

ific context (contextual polarity). This is further exacerbated by

he fact that a term’s contextual polarity also depends on domains

r genres in which it appears. To this end, authors introduce an ap-

roach to hybridize a general purpose lexicon, SentiWordNet, with

enre-specific vocabulary and sentiment. Evaluation results from

iverse social media show that the proposed strategies to account

or local and global contexts significantly improve sentiment classi-

cation, and are complementary in combination. the proposed sys-

em also performed significantly better than a state-of-the-art sen-

iment classification system for social media, SentiStrength. 

In “Leveraging Multimodal Information for Event Summarization

nd Concept-level Sentiment Analysis”, Rajiv Ratn Shah, Yi Yu,

kshay Verma, Suhua Tang, Anwar Shaikh, and Roger Zimmer-

ann discuss the rapid growth of online user-generated content

UGCs) and the need for social media companies to automatically
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xtract knowledge structures (concepts) from photos and videos

o provide diverse multimedia-related services. However, real-

orld photos and videos are complex and noisy, and extracting

emantics and sentics from the multimedia content alone is a

ery difficult task because suitable concepts may be exhibited in

ifferent representations. Hence, it is desirable to analyze UGCs

rom multiple modalities for a better understanding. To this end,

uthors first present the EventBuilder system that deals with se-

antics understanding and automatically generates a multimedia

ummary for a given event in real-time by leveraging different

ocial media such as Wikipedia and Flickr. Subsequently, authors

resent the EventSensor system that aims to address sentics

nderstanding and produces a multimedia summary for a given

ood. It extracts concepts and mood tags from visual content and

extual metadata of UGCs, and exploits them in supporting several

ignificant multimedia-related services such as a musical multi-

edia summary. Moreover, EventSensor supports sentics-based

vent summarization by leveraging EventBuilder as its semantics

ngine component. Experimental results confirm that both Event-

uilder and EventSensor outperform their baselines and efficiently

ummarize knowledge structures on the YFCC100M dataset. 

The objective of “A Hybrid Approach to the Sentiment Analysis

roblem at the Sentence Level” by Orestes Appela, Francisco Chi-

lana, Jenny Cartera, and Hamido Fujita is to present a hybrid ap-

roach to sentence-level sentiment analysis. This new method uses

LP essential techniques, a sentiment lexicon enhanced with the

ssistance of SentiWordNet, and fuzzy sets to estimate the seman-

ic orientation polarity and its intensity for sentences, which pro-

ides a foundation for computing with sentiments. The proposed

ybrid method is applied to three different data-sets and the re-

ults achieved are compared to those obtained using Naïve Bayes

nd Maximum Entropy techniques. It is demonstrated that the pre-

ented hybrid approach is more accurate and precise than both

aïve Bayes and Maximum Entropy techniques, when the latter are

tilized in isolation. In addition, it is shown that when applied to

atasets containing snippets, the proposed method performs simi-

arly to state of the art techniques. 

“Extracting Location and Creator-related Information from

ikipedia-based Information-rich Taxonomy for ConceptNet Ex- 

ansion” is presented by Marek Krawczyk, Rafal Rzepka, and Kenji

raki, whose research goal is to generate new assertions suitable

or introduction to the Japanese part of the ConceptNet common

ense knowledge ontology. Authors present a method for extract-

ng IsA assertions (hyponymy relations), AtLocation assertions

informing of the location of an object or place), LocatedNear

ssertions (informing of neighboring locations) and CreatedBy as-

ertions (informing of the creator of an object) automatically from

apanese Wikipedia XML dump files. The presented experiments

rove that authors achieved the proposed research goal on a large

cale as they were able to acquire 5,866,680 IsA assertions with

6.0% reliability, 131,760 AtLocation assertion pairs with 93.5%

eliability, 6217 LocatedNear assertion pairs with 98.5% reliability

nd 270,230 CreatedBy assertion pairs with 78.5% reliability. The

roposed method surpassed the baseline system in terms of both

recision and the number of acquired assertions. 

In “Figurative Messages and Affect in Twitter: Differences Between

irony, #sarcasm and #not”, Emilio Sulis, Delia Irazu Hernandez

arias, Paolo Rosso, Viviana Patti, and Giancarlo Ruffo propose an

nalysis of 10,0 0 0 tweets to investigate the open research issue

f how separated figurative linguistic phenomena irony and sar-

asm are, with a special focus on the role of features related to the

ulti-faceted affective information expressed in such texts. They

onsidered for the proposed analysis tweets tagged with #irony

nd #sarcasm, and also the tag #not, which has not been stud-

ed in depth before. A distribution and correlation analysis over

 set of features, including a wide variety of psycholinguistic and
motional features, suggests arguments for the separation between

rony and sarcasm. The outcome is a novel set of sentiment, struc-

ural and psycholinguistic features evaluated in binary classifica-

ion experiments. Authors report about classification experiments

arried out on a previously used corpus for #irony vs #sarcasm.

hey outperform in terms of F-measure the state-of-the-art results

n this dataset. Overall, the proposed results confirm the difficulty

f the task, but introduce new data-driven arguments for the sep-

ration between #irony and #sarcasm. Interestingly, #not emerges

s a distinct phenomenon. 

“Learning Word Dependencies in Text by Means of a Deep Recur-

ent Belief Network” – paper handled independently during review

rocess – is then discussed by Iti Chaturvedi, Yew-Soon Ong, Ivor

sang, Roy Welsch, and Erik Cambria who propose a deep recurrent

elief network with distributed time delays for learning multivari-

te Gaussians. Learning long time delays in deep belief networks

s difficult due to the problem of vanishing or exploding gradi-

nts with increase in delay. To mitigate this problem and improve

he transparency of learning time-delays, authors introduce the use

f Gaussian networks with time-delays to initialize the weights of

ach hidden neuron. From the proposed knowledge of time delays,

t is possible to learn the long delays from short delays in a hierar-

hical manner. In contrast to previous works, here dynamic Gaus-

ian Bayesian networks over training samples are evolved using

arkov Chain Monte Carlo to determine the initial weights of each

idden layer of neurons. In this way, the time-delayed network

otifs of increasing Markov order across layers can be modeled hi-

rarchically using a deep model. To validate the proposed Variable-

rder Belief Network (VBN) framework, it is applied for modeling

ord dependencies in text. To explore the generality of VBN, it is

urther considered for a real-world scenario where the dynamic

ovements of basketball players are modeled. Experimental results

btained showed that the proposed VBN could achieve over 30%

mprovement in accuracy on real-world scenarios compared to the

tate-of-the-art baselines. 

The work “Merging Open Knowledge Extracted from Text with

ERGILO” by Misael Mongiovì, Diego Reforgiato Recupero, Aldo

angemi, Valentina Presutti, and Sergio Consoli proposes a novel

ethod for reconciling knowledge extracted from multiple natural

anguage sources, and delivering it as a knowledge graph. The

roblem is relevant in many application scenarios requiring the

reation and dynamic evolution of a knowledge base, e.g. auto-

atic news summarization, human-robot dialoguing, etc. Solving

his problem requires solving sub-tasks that have only been

tudied individually, so far. After providing a formal definition

f the problem, authors propose a holistic approach to handle

atural language input – typically independent texts as in news

rom different sources – and they output a knowledge graph

epresenting their reconciled knowledge. The method is evaluated

n its ability to identify corresponding entities and events across

ocuments against a manually annotated corpus of news, showing

romising results. 

In “Cannibalism in Medical Topic Networks”, Suhyun Chae, Aviv

egev, and Uichin Lee analyze medical topic networks to interpret

ow clusters and keyword terms change over time. Analyzing re-

earch activities over time can give insight into the research trend

nd knowledge structure of a domain. Research publication activ-

ty of a topic can be measured by a network of keyword terms

nd their relations in the specific area. In this work, keywords are

xtracted from 9,730,671 research publications of twenty medical

opics over 40 years. Experiments show there is cannibalism which

ccurs when one cluster is consumed into other clusters of medi-

al topic networks in 50% of the medical topics analyzed. The de-

rease of modularity values of cannibalism topics shows that re-

earch topics collaborate actively and that multidisciplinary fields

ave emerged over time. 
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Finally, “Building Machine-Readable Knowledge Representations

for Turkish Sign Language Generation” is presented by Cihat Eryigit,

Hatice Kose, Meltem Kelepir, and Gulsen Eryigit. This article pro-

poses a representation scheme for depicting the Turkish Sign Lan-

guage (TSD) electronically for use in an automated machine trans-

lation system whose basic aim is to translate the Turkish primary

school educational materials to TSD. The main contribution of the

article is the introduction of a machine-readable knowledge rep-

resentation for TSD for the first time in the literature. Like many

resource-poor languages, TSD lacks electronic language resources

usable in computerized systems. The utilization of the proposed

scheme for resource creation is also provided in this article by two

means: an interactive online dictionary platform for TSD and an

ELAN add-on for corpus creation. 
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