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a b s t r a c t 

Dialogue systems have achieved growing success in many areas thanks to the rapid advances of machine learning 

techniques. In the quest for generating more human-like conversations, one of the major challenges is to learn to 

generate responses in a more empathetic manner. In this review article, we focus on the literature of empathetic 

dialogue systems, whose goal is to enhance the perception and expression of emotional states, personal prefer- 

ence, and knowledge. Accordingly, we identify three key features that underpin such systems: emotion-awareness, 

personality-awareness, and knowledge-accessibility. The main goal of this review is to serve as a comprehensive 

guide to research and development on empathetic dialogue systems and to suggest future directions in this do- 

main. 
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. Introduction 

The primary goal of building a dialogue system is to address users’
uestions and concerns via emulating the way humans communicate
ith each other. As human language is too complicated to be consid-

red as a single target, dialogue systems have to model different aspects
f human communication separately. Recent years have witnessed the
mergence of empathy models in the context of dialogue systems and,
ence, an increasing attention from the natural language processing
NLP) community. 

Empathy is the capability of projecting feelings and ideas of the other
arty to someone’s knowledge [1] . It plays an important part in the com-
unication of human beings as it has the potential for enhancing their

motional bond. As noted by a previous study [2] , incorporating em-
athy into the design of a dialogue system is also vital for improving
ser experience in human-computer interaction. More importantly, be-
ng empathetic is a necessary step for the dialogue agent to be perceived
s a social character by users [3] . Building an empathetic dialogue sys-
em is then premised on the idea that it will result in improved user en-
agement and, consequently, more effective communication. Research
n dialogue system has elaborated on the concept on dialogue system
ainly from perspective of features. For example, Loojie et al. [4] stated

hat an empathetic dialogue system should be complimentary, attentive,
nd compassionate. In this survey, we are particularly concerned with
he unique dimension of dialogue systems from the perspective of func-
ions. Namely, what function has enabled empathetic behavior of a di-
logue system. To our knowledge, this has not been discussed in depth
y previous literature. 
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Early attempts to build dialogue systems can be dated back to the
960s [5] . Since then, dialogue systems are either designed to perform
pecific tasks such as flight booking [6] , healthcare [7] , political de-
ate [8] , hence termed “task-specific dialogue systems ”, or to chitchat
s a way of entertainment [9] , hence called “chatbots ”. A task-specific
ialogue system [10,11] often consists of multiple modules including
anguage understanding, dialogue state tracking, dialogue policy, and
ialogue generation. On the other hand, recent progress in deep learn-
ng [12] also facilitates the use of end-to-end solutions to dialogue sys-
ems which can be more easily trained to simulate the behavior of hu-
an communication via access to a large amount of training data. As we
ill discuss in later sections, the process of generating responses condi-

ioned on the existing contexts of a dialogue can be naturally modeled
s a translation process where off-the-shelf end-to-end solutions such
s the sequence-to-sequence (Seq2Seq) model [13] have already been
roven effective. 

The rapid growth of dialogue systems and their applications have
ntrigued many comprehensive surveys in the past decade. Chen
t al. [14] mainly organize their survey by elaborating on each func-
ional component of a dialogue system. Gao et al. [15] proposed the
ost recent review with good coverage of related topics, mainly focused

n neural network-based approaches for building dialogue systems. Un-
ike [14] and [15] , we position our perspective on dialogue systems with
mpathetic features. Related work [16] viewed empathy to be equiva-
ent to emotion. We argue that empathy is not all about emotions. In-
eed, a non-empathetic dialogue system may disappoint and bore the
ser for that the responses are too robotic yet incoherent, and conse-
uently leads to the loss of affection. 
ne 2020 
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Fig. 1. Typical workflow of an empathetic dialogue system. 
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Introducing emotion into the generation of dialogue could only par-
ially address the problem. As illustrated by Fig. 1 , a more comprehen-
ive empathetic framework also has to access general knowledge as well
s personalized knowledge. Personalization, in such a case, could in-
rease the coherence and consistency of a dialogue system. With knowl-
dge of user-specific information, the dialogue system could tailor re-
ponses towards the user’s preference and address questions relevant
o the user’s untold background, and a virtuous cycle comes into form
hen the user tends to provide more information and clue about them-

elves. Moreover, external knowledge, being it task-specific or com-
onsense, usually complements the contexts of a conversation with

dditional background. Many facts that are obvious to human beings
ay be very opaque to a machine, for example: “I come to my friend’s
ouse. Jimmy is my friend ” will be understood as it is when it comes to
anilla dialogue systems. It will not conclude that “my friend’s house ”
eans “Jimmy’s house ” unless we construct a relationship between

hem. This is where the knowledge part comes into play: it helps dia-
ogue systems become smarter, sharper, and more interesting. Although
t seems prevalent to incorporate knowledge into dialogue systems, rea-
oning, retrieving and representing a large scale knowledge base remain
hallenging. All three components (i.e., emotion, personalization, and
nowledge) work together to ensure a smooth and natural flow of the
onversation. 

Considering such complexity of empathetic systems, we take a per-
pective that goes beyond the merely emotional definition of empathetic
ialogue systems by identifying three pillars. Such pillars accordingly
epresent the three main sub-topics presented in this survey: 

• perceiving and expressing emotion ( Section 3 – Affective Dialogue
Systems) 

• caring each individual ( Section 4 – Personalized Dialogue Systems),
and 

• casting into knowledge ( Section 5 – Knowledgeable Dialogue Sys-
tems). 

In addition to previous surveys [14] , we also cover the most recent
dvances in the area of empathetic dialogue systems. Especially, we
ould like to emphasize the end-to-end model more than traditional
ipeline models as we believe the former represents the current trend
f this field. To the best of our knowledge, we are the first to survey
he empathetic features of a dialogue system. Overall, we primarily sur-
eyed 35 papers selected from those published on prestigious venues in
he past 10 years. 
51 
. Propaedeutic background 

A dialogue system is not a system built on top of one model. Instead,
t is built on integrating multiple techniques due to the complexity of
anguage and tasks. In this section, we present a technical introduction
o recent techniques that serve as the backbone of an empathetic dia-
ogue system. 

.1. Neural language model 

The language model generally defines a probability distribution over
he sequence of words and thus plays an important part in a dialogue
ystem. Tradition methods include N-gram models is based on statistics.
ost recently, language models based on neural networks have achieved

tate-of-the-art performance in a variety of tasks. 

.1.1. Recurrent neural network 

Perhaps, one of the most well-known language models is the recur-
ent neural network (RNN) language model [17] ( Fig. 2 ). As a notable
eature of RNN, the history (or contexts) of a word sequence is encoded
nto a hidden layer via an input transformation and a recurrent connec-
ion. Each word in a sentence is first mapped to the word embedding
pace and then updates the history vector. The history vector is then
inearly transformed and normalized to represent a probability distribu-
ion of ejecting the next word. In theory, the greatest elegance of RNN
s that it could encode contexts of arbitrary length. At each time-step t ,
NN transforms the input vector and history vector as below: 

 𝑡 = 𝜎( 𝑊 ℎ ∗ 𝑦 𝑡 + 𝑊 ∗ 𝐻 𝑡 −1 ) 
 ( 𝑦 𝑡 +1 ) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 ( 𝑊 𝑜 ∗ 𝐻 𝑡 ) 

ith h t being the hidden layer at time-step t, W is the fixed for differ-
nt time-steps, y t is the word vector of current (input) word, and 𝑦 𝑡 +1 
epresents the word vector of next (output) word. However, the lin-
ar transformation applied on the history vector is multiplied over time
hich leads to the gradient to vanish or explode when the sequence is

ong. 
To overcome this problem, RNN variants such as gated recurrent unit

GRU) [18] and long short-term memory (LSTM) [19] have been pro-
osed. A gating function is usually implemented as a sigmoid function
hat restricts the scale of gradients so that it would explode after mul-
iple time steps. In LSTM, there are three gates: input gate, forget gate
nd output gate. At each time-step t , a LSTM cell transforms the input



Y. Ma, K.L. Nguyen and F.Z. Xing et al. Information Fusion 64 (2020) 50–70 

Fig. 2. The two views of RNN language model. 
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Fig. 3. A unified view of the architecture of a dialogue system. 
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nd memory cell as follows: 

 𝑡 = 𝜎( 𝑈 𝑖 ∗ 𝑦 𝑡 + ℎ 𝑡 −1 ∗ 𝑊 𝑖 ) 
 𝑡 = 𝜎( 𝑈 𝑓 ∗ 𝑦 𝑡 + ℎ 𝑡 −1 ∗ 𝑊 𝑓 ) 
 𝑡 = 𝜎( 𝑈 𝑜 ∗ 𝑦 𝑡 + ℎ 𝑡 −1 ∗ 𝑊 𝑜 ) 
 𝑡 = 𝜎( 𝑈 𝑐 ∗ 𝑦 𝑡 + ℎ 𝑡 −1 ∗ 𝑊 𝑐 ) 
 𝑡 = 𝑜 𝑡 ∗ tanh ( 𝑐 𝑡 ) 
 𝑡 = 𝑓 𝑡 ∗ 𝑐 𝑡 −1 + 𝑖 𝑡 ∗ 𝑐 𝑡 

here W i , W f , W o , W c are the linear transformation for hidden input,
idden forget gate, hidden output and hidden candidate gate, respec-
ively. Similarly, U i , U f , U o , U c are the weight vectors for input gate,
orget gate, output gate and candidate gate. y t is the input vector, h t 
s the current cell output, and c t is the current cell memory. Similarly,
 𝑡 −1 is the previous cell output, and 𝑐 𝑡 −1 is the previous cell memory.
he forget gate may choose to forget certain content of the memory cell
nd input gate control how information flows from current input to the
emory cell. 

.1.2. Sequence-to-Sequence model 

The generation of responses is conditioned on a given context. The
robability distribution of generating a response can be seen as a condi-
ional language model. Before going further into the details of language
odel, we would like to discuss the similarity and distinction between
ell-known encoder-decoder perspective of the dialogue system and the

raditional modularized framework. Fig. 3 shows an unified view of the
ystem’s architecture. A modularized system usually have four parts: an
atural language understanding (NLU) module that extracts structural
nformation from the input; a dialogue state tracker (DST) that infers the
ialogue states; a dialogue policy (DP) module that decides actions to
e taken by the system; and a response generator to generate responses
ased on the output of all the precedent modules. The DST and DP to-
ether might be also referred to as the dialogue management module.
rom an encoder-decoder perspective, the system is consisting of an en-
oder and decoder where the encoder plays an equivalent role as the
ombination of NLU, DST and DP. 

The Seq2Seq model [13] , sometimes also referred to as the encoder-
ecoder model, is probably the most widely used neural architecture for
odeling the conditional dialogue generation. Although previous sur-

eys have elaborated on Seq2Seq models, we still would like to provide
 brief account of it for being self-content. Seq2Seq was initially pro-
osed for sequence generation tasks such as machine translation. In the
ontext of dialogue systems, the encoder of Seq2Seq encodes the context
nd emits words in the response. Fig. 4 shows the basic architecture of a
eq2Seq model. Given a dialogue context 𝑋 = 𝑥 , 𝑥 , … , 𝑥 consisting
1 2 𝑁 

52 
f N words, the model outputs a responsive sequence 𝑌 = 𝑦 1 , 𝑦 2 , … , 𝑦 𝑀 

f length M . The model is composed of an encoder and a decoder, both
f which are typically based on RNNs (including GRU and LSTM). The
ncoder converts X into a sequence of hidden outputs 𝐻 = ℎ 1 , ℎ 2 , … , ℎ 𝑁 

here each ℎ 𝑡 = 𝜙( 𝑥 𝑡 , ℎ 𝑡 −1 ) . The decoder then generates a sequence of
idden outputs 𝐶 = 𝑐 1 , 𝑐 2 , … , 𝑐 𝑀 

conditioned on H . At each time step,
he decoder draws a word W t from the distribution over vocabulary,
hich is calculated based on o t , 

 𝑡 = 𝑎𝑟𝑔 𝑚𝑎𝑥𝑝 ( 𝑦 𝑡 |𝑋, 𝑌 − 𝑡 ) 
here 𝑝 ( 𝑦 𝑡 |𝑋, 𝑌 − 𝑡 ) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 ( 𝑜 𝑡 , 𝑌 𝑡 −1 ) and 𝑜 𝑡 = 𝑓 ( 𝑜 𝑡 , 𝐻) . 

.2. Attention mechanism 

The most straightforward way to represent a context of dialogue in
 Seq2Seq model is to pass the last hidden output of the encoder to the
ecoder either by concatenating with the input embedding or by using it
s the initial hidden state of the decoder. However, the last hidden out-
ut h N might be insufficient to encode information of the whole input
equence, especially when the length of the input sequence is long. De-
pite that gating function might help ease the problem, the recent study
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Fig. 4. The architecture of Seq2Seq model. 

Fig. 5. The architecture of attention mechanism. 
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as suggested that the maximum number of words encoded by a LSTM
etwork is still very limited. On the other hand, the emission of a word
n the response may depend on a relevant excerpt of the context. One
f the most effective solutions is to have an ‘alignment’ model [20] that
llows the decoder to access a ‘most relevant’ position of the context.
his can be achieved by computing a probability distribution over the
ncoder outputs denoting the probability of paying attention to one par-
icular position, which is called attention mechanism. Both the soft ver-
ion and stochastic version is possible to be used. 

As shown in Fig. 5 , at each time step t of decoding, the attention
eight on the j th input word is computed as 

𝑡𝑗 = 

𝑒𝑥𝑝 ( 𝑔( ℎ 𝑗 , 𝑜 𝑡 −1 )) ∑
𝑘 𝑒𝑥𝑝 ( 𝑔( ℎ 𝑘 , 𝑜 𝑡 −1 )) 

ote that alpha is normalized over the input sequence so that it sums up
o one. Therefore, it could also be interpreted as a distribution over the
ositions of the input sequence. 

.3. Memory networks 

One of the more general views of the hidden space of an RNN is that it
s a memory to be updated over time. However, as we have pointed out,
uch memory might be too small and desegregate to store the necessary
ontents [21,22] and thus may fail in application areas such as dialogue
here a long term memory is required to understand the context. To
ddress this problem, Weston et al. [22] proposed an architecture called
emory network (MMN) which utilizes external memory slots and can

e updated or read via writing a reading pointers. 
As shown in Fig. 6 , the input sequence is encoded and passed to the

eneralization module of MMN which controls the update (write and
ead) of memory slots. There is another read action performed by the
ecoding process which decides what content of memory to be loaded
o predict the next word. The reading and writing actions can be simply
mplemented as an attention mechanism over the memory slots. 
53 
.4. Variation autoencoder 

As shown in Fig. 7 , variational autoencoder (VAE) [23] defines a
onditional probability distribution 𝑃 ( 𝑧 𝑧 𝑧 |𝑋) which can be used for draw-
ng a vector of latent codes 𝑧 𝑧 𝑧 to represent the internal state of the di-
logue context. One popular choice for 𝑃 ( 𝑧 𝑧 𝑧 |𝑋) is normal distribution
 ( 𝜇, Σ) , where 𝜇 and Σ are the mean vector and covariance matrix, re-

pectively. It is notable that presuming the forms of 𝑃 ( 𝑧 𝑧 𝑧 |𝑋) might be
nreasonable, and it is also unnecessary. An auxiliary variable �̂� �̂� �̂� can
e drawn from a simple standard normal distribution  (0 , 𝐼) , and an
istribution of 𝑧 𝑧 𝑧 of any form can then be obtained by a transformation
unction, 𝑓 ( ̂𝑧 ) . Moreover, all the parameters of f ( · ) can be learned in
ack-propagation. Note that normal distribution is continuous and not a
atural choice for discrete variables. It works when the input data X is,
or example, speech or image, while having difficulty in handling dis-
rete data such as natural language. Most recently, related work has em-
loyed a re-parameterization technique called Gumbel-softmax [24] to
llow back-propagation on the non-differentiable sampling processing
f categorical distribution. 

Besides the encoding process, VAE typically also comes with a gen-
rator. As it suggests, the generator aims at reconstructing the input X
iven the latent code 𝑧 𝑧 𝑧 . This autoencoding process enforces the sampling
f 𝑧 𝑧 𝑧 to encode information sufficient to produce X . The entire framework
s trained by the Evidence Lower Bound Optimization (ELBO) on data
og-likelihood, 

 𝑧 𝑧 𝑧 ∼𝑞( 𝑧 𝑧 𝑧 |𝑋) [ log 𝑝 ( 𝑋|𝑧 𝑧 𝑧 )] − 𝐾𝐿 ( 𝑞( 𝑧 𝑧 𝑧 |𝑋) ||𝑝 ( 𝑧 𝑧 𝑧 )) . 
aximizing the above evidence lower bound is equivalent to maximiz-

ng the log-likelihood of generating X given the latent code 𝑧 𝑧 𝑧 while, at
he same time, minimizing the KL divergence between 𝑞( 𝑧 𝑧 𝑧 |𝑋) and the
rior distribution 𝑝 ( 𝑧 𝑧 𝑧 ) . In the problem setting of building a dialogue sys-
em, what we need is a model that can take as input the dialogue history
including previous turns within a conversation) and generates a proper
esponse. As such, VAE has to be extended to conditional variational au-
oencoder (CVAE) [25] , which models the conditional probability distri-
ution P ( Y | X ) with X being the input and Y being the output response.
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Fig. 6. The architecture of the memory network model. 

Fig. 7. The architecture of variational autoencoder. 

Fig. 8. Generative adversarial network. 
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he evidence lower bound of VAE can be rewritten as 

 𝑧 𝑧 𝑧 ∼𝑞( 𝑧 𝑧 𝑧 |𝑋,𝑌 ) [ log 𝑝 ( 𝑌 |𝑧 𝑧 𝑧 , 𝑋)] − 𝐾𝐿 ( 𝑞( 𝑧 𝑧 𝑧 |𝑋 , 𝑌 ) ||𝑝 ( 𝑧 𝑧 𝑧 |𝑋 )) . 

uring training, the recognition model 𝑞( 𝑧 𝑧 𝑧 |𝑋, 𝑌 ) of CVAE is trained to
pproach the prior model 𝑝 ( 𝑧 𝑧 𝑧 |𝑋) , while during testing, the generated
esponse Y is not available as input, so the latent code outputted by the
rior model will be passed to the generator. Let us take a close look at the
bjective function of ELBO, it should be noted that the maximization of
og-likelihood is usually implemented by factoring log p ( Y | z, X ) into an
lement-wise form Σi log p ( y i | z, X ). It, of course, suffers from the problem
hat the element-wise loss fails to have a holistic view of the generation
rror. 

.5. Generative adversarial network 

As illustrated in Fig. 8 , the architecture of a generative adversarial
etwork (GAN) [26] is composed of a generator G and a discriminator D .
t has achieved great success in multiple tasks ranging from image gen-
ration to transfer learning. The whole architecture is optimized based
54 
n a min-max game where the generator (G) is trained to fool the dis-
riminator (D) by maximizing the classification error while D is trained
o minimize the classification errors, defined as 

in 
𝜃𝐺 

max 
𝜃𝐷 

𝐸 𝑋 ∼𝑝 ( 𝑋 ) [ log 𝐷( 𝑋|𝜃𝐷 )] + 𝐸 𝑧 ∼𝑝 ( 𝑧 ) [ log (1 − 𝐷( 𝐺( 𝑧 |𝜃𝐺 ) |𝜃𝐷 ) 
The generator G defines a generation function G ( z, 𝜃G ) parameter-

zed by 𝜃G . G draws samples from a probability distribution p g based
n a noise z . In the next phase, generated samples are fed to the dis-
riminator D ( y, 𝜃D ), while D is trained to classify the generated samples
s ‘false’ and real data and ‘true’. The discriminator also utilizes the
amples drawn from real-life distribution p d ata to improve its discrim-
native ability in telling if the sample is drawn from p d ata . Intuitively,
he generator receives feedback from the discriminator on how well the
enerated sample can confuse the discriminator. 

On the one hand, the discriminator of GAN takes as input the gener-
ted sentence as a whole and measures its closeness to responses gener-
ted by human beings. On the other hand, the GAN framework is equiv-
lent to optimizing the Jensen-Shannon divergence of which the global
ptimality of G if achieved when 𝑝 𝑔 = 𝑝 𝑑𝑎𝑡𝑎 [26] . 

.6. Reinforcement learning 

Dialogue generation models based on Seq2Seq and its extensions
e.g., VAE) have faced one fundamental issue on the learning objective.
ommonly used objective functions including likelihood and ELBO do
ot have a clear link with the realistic goal of a dialogue system. A di-
ect result is that the model trained using such objective functions are
sually those frequently seen in the training data [27] . For example,
i’m not sure ” may be a response with high likelihood but is not a good
esponse in the sense that it would not engage the user in further talk-
ng. Besides the dialogue generation model, the inherent states of user
ight also be introduced to dialogue management module of some sys-

ems [28,29] which defines dialogue actions to be taken by the system.
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1 We consider 2-class sentiment as a type of coarse-grained emotion 
einforcement learning, which has emerged as a powerful tool for both
exible reward function into the learning process and effectively mod-
ling the transition of actions, has achieved enormous success in a va-
iety of fields including dialogue system [27,30] . For dialogue systems,
einforcement learning defines an “environment ” in which the dialogue
gent can explore and receive feedbacks interactively. Since the key ele-
ent of a dialogue is interaction, reinforcement learning could facilitate

he use of ideal interactive patterns as rewards in learning the actions
o be taken by the dialogue agent. A dialogue agent is supposed to take
 “dialogue action ” at each time step which results in a new state. The
utcome of changing to a new state is measured by a reward function
nd is given to the agent as feedback from the environment. The objec-
ive is then selecting actions that could maximize the cumulative future
ewards. In the context of building a dialogue system, a dialogue ac-
ion a is usually generating a responsive utterance. In such sense, the
ction space is infinite for that the generated utterance is of arbitrary
ength and word choices. The state s can be any feature representation
f the current conversation. For example, the dialogue state can be rep-
esented as the previous dialogue turns or previously extracted entities
r slot values. When the action-to-take is concerned, a policy may be
mplemented as a probability distribution of taking an action a t given
he current state s t , i.e., p ( a t | s t ). In order to learn a proper action model,
 variety of rewards have been explored in the literature for guiding the
eneration of meaningful and coherent responses, which we will cover
n more detail in later sections. 

However, one thing to note is that the action of generating an utter-
nce is usually decomposed to a sequence of micro-actions that gener-
te one word at a time. It is reasonable to assume that the environment
s mostly not able to provide timely feedback to the generation of each
ord or even each utterance. For example, in a conversation about flight
ooking, the agent will only receive the reward after the whole conver-
ation is completed. In such a case, a delayed reward function might be
sed to update the action model. 

. Affective dialogue system 

Emotion plays an important role in cognition and social behav-
or [31] . Existing study suggest that emotion is a reaction and a so-
ial and cultural interaction that is continuously developing by the rela-
ionships between human and the surrounding environment [32] . Yet,
he definition and categorization of emotions remain fuzzy and long-
ebated among psychologists and philosophers [33] . In the scope of this
aper, we focus on the representation of emotion in dialogue system (or
uman-computer interaction) and its effectiveness, not emotion in terms
f affective science or social sciences in general [34] . 

Moreover, emotion is argued to have more social functions such as
liciting people’s particular response [35] , coercing actions or recruit-
ng social support [31] . Most importantly, existing study suggests that
motion might be a related measure of decision making [36] . These the-
ries support that incorporating emotions is advantageous to dialogue
ystem by allowing the dialogue system to emulate the conversational
ehavior of human beings and, at the same time, to strengthen the emo-
ional connection with human users [37] . Emotion might also increase
he user’s engagement in the conversation [38,39] . On the other hand,
t has been argued that emotion might introduce unpredictability into
he system. Therefore, it has be to be placed in control with careful
ystem design [40] . In this survey, we intend to follow the literature
y referring to such a dialogue system, which is capable of perceiving,
nderstanding, expressing and regulating emotion, as an affective dia-
ogue system [29] . We then further define two groups of core features of
n affective dialogue system. The first type of features, called emotion-
wareness, is concerned with the representation of emotion expressed
n the context of the conversation. Namely, the dialogue system should
e able to detect the user’s current emotional states given the conver-
ation. The second type of features, called emotion-expressiveness, are
ainly concerned with incorporating emotional information into gen-
55 
rated responses. In fact, early studies have attempted to do so, either
y handling users’ emotions [41,42] or infusing emotional-rich features
nto the virtual agents [43,44] . 

For example, being aware of the emotion in the contexts may im-
licitly result in generating emotion-expressive responses. The general
ramework of encoder-decoder can be extended to account for these two
ets of features. 

Table 1 summarizes dialogue systems having at least one aforemen-
ioned affective features. It shows that most of the work being reviewed
re task-independent and have used various representations of emo-
ions. We have also summarized datasets (see Table 2 ) used in the
eferences with short descriptions and URL links. These datasets fall
nto three categories: 1) user-generated conversations (e.g., tweets);
) crowd-sourcing annotation; 3) simulated data. Moreover, we illus-
rate typical architectures of vanilla encoder-decoder, emotion-aware
ncoder, and emotion-expressive decoder in Fig. 9 to facilitate a more
traightforward comparison. 

.1. Emotion analysis 

Studies of representing emotion date back to the 19th century, when
harles Darwin proposed his theory of the origin of species. To date,
any emotion categorization models have been proposed in the lit-

rature [64] . One of the latest is the Hourglass of Emotions [65] ,
 biologically-inspired and psychologically-motivated emotion catego-
ization model for sentiment analysis ( Fig. 10 ). One of the peculiarities
f this model is that it describes emotions both in a discrete and in a
imensional form, allowing for the prediction of both categories and
ntensities of emotions and sentiments [66] . 

In general, most computational models of emotion only fall into one
f these three representation categories: the dimensional approach, the
iscrete approach, and the appraisal approach [3] . In the dimensional
pproach, emotions are represented as vectors denoting arousal and va-
ence [67] . The advantage of having a dimensional space is that it allows
or measuring the similarity between different emotions [3,68] . In con-
rast, the discrete approach classifies emotions into several categories.
he number of categories may vary for different settings. For example,
ong et al. [57] modeled the 2-class emotion 1 . Zhou et al. [9] and Peng
t al. [59] used 6 classes, while [52] used 9. Rashkin et al. [54] used a
ore fine-grained 32-class system while Zhou et al. [45] uses 64 emojis.
he appraisal approach, finally, studies the links between emotions and
licited cognitive reactions [69] . 

Another type of emotion representation is distributional, i.e., using
mbedding to represent an emotion. The advantage of this represen-
ation is that emotion types become continuous while interpolation be-
omes possible. Also, the representation can be directly used as an input
nto deep learning models. Multimodal emotion information concatena-
ion [50] also falls into this category. The last type of emotion is prag-
atic, such as politeness and satisfaction. 

With the emotion representation defined, the task of emotion or sen-
iment analysis is to predict the emotion/sentiment given the sentence
r contexts. Namely, given the current utterance x i , the analyzer pre-
icts the emotion label e i . The objective can be generally defined to
earn the conditional probability distribution P ( e i | x i ). By default, the
motion/sentiment is an attribute attached to the sentence or utter-
nce as a whole which might be seen as an oversimplification. A more
ne-grained emotion model assumes one sentence might involve mul-
iple emotion categories regarding different aspects, which is known as
spect-based analysis [70–72] . For example, “the food is tasty but quite
ricey ” has expressed a completely opposite sentiment towards #FOOD-
UALITY# and #PRICE#. The objective of an aspect-based emotion an-
lyzer is to learn to predict the emotion labels given both the aspect and
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Table 1 

A summary of papers related to affective dialogue systems. TI stands for task-independent; TO stands for tasks-oriented; ST stands for single-turn; MT 

stands for multi-turn; EA stands for emotion-aware; and EE stands for emotion-expressive. 

Authors Dialogue Emotion Feat. Emotion Rep. Data Source Keywords 

Zhou and Wang [45] TI,ST EA + EE 64 Emojis Tweets Conditional modeling; Reinforcement Learning 

Lubis et al. [46] TI,MT EA Latent Vector SubTle corpus [47] Training data processing 

Zhou et al. [9] TI,ST EA + EE 6-categorical STC [48] Modified loss; Auxiliary vocabulary 

Peng et al. [49] TI,ST EA + EE VAD Tweets Word Embedding;Reinforcement-VAE 

Shi and Yu [50] TO,MT EA + EE Multimodal DSTC-1 [51] Policy learning 

Huang et al. [52] TI,MT EA 9-categorical SubTle [47] , CBET [53] Different fusion stage 

Rashkin et al. [54] TI,MT EA 32-categorical ParlAI Transformer (multi-level attention) 

Fung et al. [55] TO EA 6-categorical TED-LIUM [56] CNN + LSTM 

Kong et al. [57] TI EA Binary polarity Single-turn Tweets CVAE(g) + CGAN(d) 

Niu and Bansal. [58] TI EA Politeness vector Stanford Politeness Corpus Fusion; Reinforcement learning 

Peng et al. [59] TI EA 6-categorical Chinese dialogue (NLPCC) Multi-attention; Topic (LDA) 

Fung et al. [16] TO EA N.A. Single-turn Tweets Memory-Knowledge enhanced 

Table 2 

List of data-set and resources for Affective Dialogue systems. 

Dataset Description Download Link Language 

MojiTalk Dataset [45] Twitter: 596k/32k/32k pairs of original and response http://drive.google.com/file/d/ 

1l0fAfxvoNZRviAMVLecPZvFZ0Qexr7yU 

English 

SubTle Corpus [46] Contact Ameixa for data http://semaine-db.eu English 

The STC dataset [48] Short text conversations in Chinese. http://github.com/tuxchow/ecm Chinese 

DSTC-1 [51] Multi-turn dialogues N/A English 

CBET [53] labeled 81k short text of 9-category emotion (anger, 

surprise, joy, love, sadness, fear, disgust, guilt, and 

thankfulness). 

http://github.com/chenyangh/CBET-dataset English 

ParlAI [54] Multiple, mainly Empathetic Dialog with approx. 24,850 

dialogues will be on ParlAI 

http://parl.ai English 

TED-LIUM [55,56] TED-talk monologues http://openslr.org/7 English 

PERSONA-CHAT [60] Daily dialouge with facts about the speaker. http://github.com/facebookresearch/ParlAI/ 

tree/master/projects/personachat 

English 

Stanford Politeness Corpus [61] User conversation annotated with politeness aspects. http://cs.cornell.edu/cristian/Politeness.html English 

ECG NLPCC 2017 Data [62] Single turn conversation extracted from Chinese Weibo 

posts. 

N/A Chinese 

AIT-2018 [63] The data comes from SemEval-2018 Task 1: Affect in 

Tweets 

N/A English 

Fig. 9. Typical architecture of encoder-decoders for 

affective dialogue generation model. 

56 

http://drive.google.com/file/d/1l0fAfxvoNZRviAMVLecPZvFZ0Qexr7yU
http://semaine-db.eu
http://openslr.org/7
http://github.com/facebookresearch/ParlAI/tree/master/projects/personachat
http://cs.cornell.edu/cristian/Politeness.html
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Fig. 10. The Hourglass of Emotions. 
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entence using P ( e i | a i,t , x i ), where a i,t denotes the t -th attribute of the
urrent utterance. 

In the context of dialogue systems, the task setting may differ from
he sentence-alone task. It can be mathematically defined as to predict
he emotion label e i given a sequence of < x i , s i > pairs, where < x i ,

 i > represents an utterance and a speaker. Note that, sometimes, the
rediction is online so that only dialogue history up to the current time
tep is visible. 

The challenges of analyzing emotions in dialogues extend to several
spects. First of all, the emotion might be expressed in an obscure way,
hich requires reasoning over contextual information and calls for effec-

ive context modeling. Secondly, emotions expressed in dialogues might
e highly dependent on the inherent and contextual emotional states of
oth the speaker itself and other parties (inter-personal dependencies).
inally, efficiently blending different modalities, e.g., text, audio, and
ideo, may be required for the continuous interpretation of emotions in
 conversation [73] ( Fig. 11 ). 

.2. Emotion-aware encoders 

Emotion-aware encoders differ from general encoders for that the
esulting context vector also encodes emotion-related information. As
hown in Fig. 9 a, there exist three different ways of achieving emotion-
wareness depending on whether an emotion label is available or not. If
motion label of context or user input is available, emotion-awareness
an be easily achieved by feeding emotion labels as additional fea-
ures to the encoder [45,50,52] . In a more modularized framework,
he emotion-aware encoder might also be viewed containing a dialogue
anagement module where the dialogue actions based on emotional

tates as well as other internal states of a user is modeled as partial
bservable Markov decision process (POMDP) [28,29,74] . 

On the other hand, it makes sense that emotion labels might be ab-
ent from the testing phase. For example, some users do not use explicit
motion markers such as emoji in their inputs. One solution is to have an
dditional emotion detector that can infer the implicit emotion labels.
or example, an additional emotion detector (i.e., emotion classifier)
ould be employed to recognize the emotion labels [9,46,54,75,76] . The
57 
motion detector can be trained on either the dialogue training set or
upplementary data sets depending on the availability of emotion anno-
ation. 

.3. Emotion-expressive decoder 

Emotion-expressiveness aims at enforcing the generation of emo-
ional responses. As shown in Fig. 9 b, it is typically achieved via
motion-specific training of the decoder or directly uses emotion as
 controllable variable. We thus refer to such decoders as emotion-
xpressive decoders. Recent studies have mainly relied on techniques
uch as CVAE, GAN and reinforcement learning. 

The underlying assumption of a controllable emotion variable to the
ecoder is that there exist a single or multiple latent variables domi-
ating the generation of responses. Some existing work refers to this
et of latent variables as latent dialogue states [77] . One natural choice
f architecture for modeling the latent dialogue states are CVAEs. Hu
t al. [78] proposed that part of the latent dialogue states can be set to
ontrollable variables such as sentiment. In doing so, the encoder is en-
orced to encode disentangled latent codes and can be seen as a classifier
t the same time. On the other hand, the generation of responses is also
ontrolled as these latent codes are feeding to the decoder as inputs. 

One problem with CVAE is that it is usually designed to optimize
n element-wise loss (i.e., assuming independence of words in the re-
ponses). A remedy to such a problem is using GAN framework that
onverts the learning to a min-max game which additionally optimizes a
lassification loss based on the overall structure of generated responses.
ong et al. [57] regulated the emotion in generated responses using a
iscriminator that tells if the response is generated by human beings
r the generator providing the emotion label. When maximizing the
lassification error, the generator is trained to approximate the human-
enerated responses a simultaneously improves the compatibility of gen-
rated response and emotion label. 

Although the GAN framework provides an alternative to the element-
ise loss, the emotion is used only as an input rather than a learning ob-

ective. Yet, a more straightforward way of including emotion is to train
he whole framework with emotion-enforced loss or rewards. Namely,
esign rewards that encourage generating the response with correct
motion, and set penalty for responses with no emotion expressed. How-
ver, such intuitive loss may not be differentiable and thus hard to be
ptimized by the back-propagation. It is then natural to adopt reinforce-
ent learning due to its flexibility in incorporating non-differentiable

ewards. More importantly, reinforcement learning allows the frame-
ork to learn continuously from user’s feedback even after deployment.
ser’s sentiment in such a case might serve as immediate rewards to the

ystem [45,49,50] . 

.4. Discussion 

As mentioned earlier, existing work on affective dialogue systems has
ainly focused on either emotion awareness or emotion expressiveness.
here are two practical challenges for achieving these two functions: 

• Shortage of emotion labels. It arises from the recognition of
the emotional states of users. As mentioned in many research
work [45,50,54] , one of the practical challenges in achieving emo-
tion awareness is the lack of human annotation due to the time-
consuming annotation process of dialogues. It can be relieved by
leveraging weak supervisions instead of ground-truth emotion la-
bels. For example, one could use emotion labels generated by a pre-
trained sentiment classifier [9] . Alternatively, multiple data sources
could be combined and refined to increase the scale. 

• Evaluation of emotion. It is hard to evaluate the user’s emo-
tional states as there is sometimes no subtle emotion cue at word
level [54] and might exist gaps between the “intrinsic ” emotional
state of a user, and the one being expressed, and the one being per-
ceived [79] . One solution is to control the process of data collection
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Fig. 11. Multimodal emotion flow in an Activation/Evaluation space throughout a sample conversation that went through both positive and negative emotions [73] . 
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to guide the user to have desired emotional states and model the
“gap ” as a noise in data collection. 

• Emotion compliance with other goals. The emotion expression
should comply with other goals, such as grammatical fluency and
naturalness of the generated response. It might be solved by multi-
objective optimization and multitask learning [80] . However, it re-
mains an open research problem if the current framework can effec-
tively resole the conflicts between objectives. 

• Dependency between the controllable variable and generated words
is modeled in the utterance (or turn) level. Not all words should be
affected by emotion. For example, function words are mostly only
affected by syntax while topical words are dominated by topics. In
such a case, the interaction between emotion variables and the gen-
erator should be reformulated to enhance the impacts on the word
or phrase level [49] . 

. Personalized dialogue system 

The communication between a dialogue system and a human is gen-
rally desired to be adaptive to the variance in personal preferences to
58 
ncrease communication effectiveness [97,98] based on appropriate per-
eption of the speaker’s personality of the speaker. On the other hand,
ersonality affects the way of communication in various manners in-
luding both linguistic style [99] and acoustic traits [100] . As it feels
ore natural to interact with a ‘thing’ that has its own personality, im-
lanting personality into dialogue agents would possibly increase the
ocial attachment [101,102] . 

For example, a dialogue system designed to recommend items to a
ser should have a user preference model so that the recommendation
ould match the particular user might want to purchase. In this section,
e select papers that focus on incorporating personal information into

he dialogue system. These papers are sorted out among a wide range of
op venues, considering mainly the novelty and impact. We have sum-
arized the list of paper and data set in Table 3 and Table 4 . 

In short, personalized information of a speaker is the key to precisely
erceiving the speaker’s intention and inherent states and consequently
enerate appropriate responses [103] . Efforts have been made towards
ncorporating personalized features. As shown in Fig. 13 , we define the
ersonalized dialogue system (PDS) as a virtual agent having the access
o user-specific information without which it might be impossible to
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Table 3 

Personalization Dialogue Systems related papers. TI stands for task-independent; TO stands for tasks-oriented; ST stands for single turn; MT stands for multi-turn. 

Authors Year Nature of Dialogue Personalization Features Personalization Encoder Personalization Modelling Backbone Model 

Bang et al. [81] 2015 MT;TI Knowledge-based personalization RDF triplets Personality-aware Traditional NLP methods and matching approach. 

Sordoni et al. [82] 2015 ST,TI Fact-based personalization BoW Personality-aware RNN Language Model + Feed-forward context 

networks 

Li et al. [83] 2016 MT;TI Identity-based personalization LSTM Personality-aware Seq2Seq with MMI 

Al-Rfou et al. [84] 2016 MT;TI Fact-based personalization User-embeddings + n-grams 

embeddings 

Personality-aware Binary logistic regression classifier + Hidden 

layers with Relu 

Joshi et al. [85] 2017 MT;TO Fact-based + Identity-based 

personalization 

Memory component Personality-aware MMN 

Zhang et al. [60] 2018 MT;TI Fact-based personalization LSTM Personality-aware Profile MMN + Attention mechanism 

Mo et al. [86] 2018 MT;TO Fact-based + Identity-based 

personalization 

BoW + belief states Personality-aware POMDP-based framework reinforcement learning 
∗ POMDP: Partially observable Markov Decision 

Process 

Qian et al. [87] 2018 MT;TI Identity-based personalization GRU Personality-infused Binary classifier + MLP 

Yang et al. [88] 2018 MT;TI Fact-based + Identity-based 

personalization 

LSTM Personality-aware Twitter LDA + LSTM + Dual Learning with policy 

gradient 

Zheng et al. [89] 2019 MT;TI Identity-based personalization 2-layer bi-directional RNN with 

GRU 

Personality-infused RNN + GRU 

Zemlyanskiy et al. [90] 2018 MT;TI Fact-based personalization LSTM (initialized with GloVe 

vectors) 

Personality-aware Profile MMN + Attention mechanism 

Chu et al. [91] 2018 MT;TI Fact-based personalization RNN Personality-infused MMN + Skip-thought vectors + Attention 

mechanism 

Olabiyi et al. [92] 2019 MT;TI Fact-based personalization RNN Personality-aware Hierarchical recurrent encoder-decoder network 

(HRED) + GANs + Attention mechanism 

Luo et al. [93] 2019 MT;TO Fact-based + Identity-based 

personalization 

Query vector + MMN Personality-aware MEMN2N 

5
9
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Table 4 

List of data-set and resources for Personalized Dialogue systems. 

Dataset Description Download Link Language 

Twitter FireHose [82] 127M context-message-response triplets from June 

2012 to August 2012. 

http://microsoft.com/en- 

us/download/details.aspx?id = 52375 

English 

Twitter Persona Dataset [94] 74,003 users took part in a min of 60 and max 164 

conversational turns. 

NA English 

Television Series Transcripts [94] From 2 movies with 13 main characters in a corpus 

of 69,595 turns. 

NA English 

Reddit Dataset [84] 2.1 billion messages, 133 million conversations from 

Reddit web forum from 2007 - 2015 

http://reddit.com/r/datasets/comments/3bxlg7 English 

Extended bAbI dialog Dataset [85] Built upon synthetically generated bAbI dialog tasks http://dropbox.com/s/4i9u4y24pt3paba/personalized- 

dialog-dataset.tar.gz?dl = 1 
English 

PERSONA-CHAT [60] Daily dialogue with facts about the speaker. http://github.com/facebookresearch/ParlAI/tree/ 

master/projects/personachat 

English 

O2O Coffee d Data [86] 2185 coffee dialogues between 72 consumers and 

coffee makers from O2O ordering service. 

N/A English 

Weibo Dataset (WD) [87] 9.6 millions post-response pairs from Weibo. Upon request Chinese 

Profile Binary Subset (PB) [87] Extract 76,930 pairs from WD for 6 profile keys and 

annotated by 13 annotators. 

Upon request Chinese 

Profile Related Subset (PR) [87] Only contains pairs whose posts are positive. Upon request Chinese 

Weibo Manual Dataset (MD) [87] 600 posts written by 4 human curators Upon request Chinese 

Twitter Dataset [95] 1.3 million Twitter conversations. http://homes.cs.washington.edu/~aritter/twitter_chat English 

Sina Weibo [88] Chinese Weibo conversations. N/A Chinese 

PersonalDialog [89] Multi-turn conversations. Each utterance is associated 

with a speaker who is marked with traits 

N/A Chinese 

Movie Character Trope [91] CMU Movie Summary dataset provides tropes 

commonly occurring in stories and media 

http://cs.cornell.edu/~cristian/Politeness.html English 

IMDB Dialogue Snippet [91] Crawled from IMDB Quotes page for each movie. http://cs.cornell.edu/~cristian/Politeness.html English 

Character Trope Description [91] The dataset is used for incorporating descriptions of 

each of the character tropes, which is scraped from 

TVRopes (http://tvtropes.org) 

http://cs.cornell.edu/~cristian/Politeness.html English 

TV Series Transcripts [92] Extracted from 2 movies with 13 main characters in a 

corpus of 69,595 turns. 

N/A English 

Ubuntu Dialog Corpus [96] Extracted from Ubuntu IRC chat logs. http: 

//github.com/rkadlec/ubuntu- ranking- dataset- creator 

English 
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fi  
enerate a proper response adapted to the user’s implicit needs. For ex-
mple, the dialogue agent may respond differently according to the user
ge group (i.e., old people versus young people) [85] , personality (intro-
erts versus extroverts) [104] , or gender (woman versus man) [89] that
re mostly not part of a visible context ( Fig. 14 ). 

A typical workflow of PDS reads the current input as well as dia-
ogue history while using an explicit user model to enforce personalized
eneration of responses. We identify two major components that distin-
uish a PDS from standard dialogue systems: 1) user modeling and 2)
ersonalized response generation. 

.1. User modeling 

How to represent personality has been the primary concern of many
ersonality theories [104] . Early works have used lexical approaches
o describe personality with words or taxonomies [105] , which eventu-
lly evolved into the well know theory of five-factor model of personal-
ty [106] . In addition to the diversity of representation, it is yet challeng-
ng to draw a clear picture of the role that personality plays in conversa-
ion when considering the gap between “felt ” and “perceived ” and that
etween “intentional ” and “instinctual ” [79] . Existing work have been
ostly using oversimplification of personality inspired by different per-

onality theories (as shown in Fig. 12 ). For example, one may use static
eatures [60] of a speaker, e.g., age group, or narrative facts [83] like
She likes coffee ” or triples, ( Lily, speak, French ) [81] . Based on the clas-
ification of personality traits and how it is stored or utilized, we clas-
ify the user modeling method into two categories: identity-based and
nowledge-based. There are also hybrid systems adopting more than
ne method of user representation. 

.1.1. Identity-based user modeling 

User modeling is constrained by the form of personal information
ccessible by the dialogue system. Amongst all types of personal infor-
60 
ation, the simplest form is the user’s identity. Attached to the identity
re the static attributes that describe the basic characteristics of the user.
he simplicity of these static attributes usually allows low memory con-
umption so that the indexing and matching process can be very fast.
n the other hand, identity-based features are reliable and can be used
irectly without the need for additional steps of information extraction.

Perhaps, one of the most common sources of identity-based features
s the meta-data collected upon registration. Such data collection can
ot be very comprehensive and, sometimes too coarse-grained which
onstrains the applicability in various settings. For example, it is fair to
tate that gender information could help with recommending friends to
 user. 

As aforementioned, persona facts and identity features may join
orces to personalize the response generation [85,86,88,93] , thus makes
se of both strengths from unstructured (more context-oriented) and
tructured data (persona-oriented). For example, in restaurant booking,
he identity-based features may provide information such as gender, age,
r especially favorite food item [85,93] that is complementary to the de-
cription of a user’s hobby, which not only helps the system to suggest a
uitable restaurant but also facilitates choices of words and speech style.

On the other hand, a range of features have been explored for
dentity-based user modeling. Notably, to utilize the identity-based fea-
ures in neural nets, embedding layers are usually employed to map
he discrete or continuous features to a dense vector. The vector can
imply result from mapping the identities (i.e., user ID) or combined
ith attribute embeddings [87,89,94] . For example, the speaker em-
edding of [94] has a dialect, register, age, gender which are encoded
sing LSTM [87] . had agent profile with key-value pairs < k i , v i , > in
hich were are attributes such as name, age, gender, hobby, specialty. 

.1.2. Knowledge-based user modeling 

Knowledge-based user modeling uses structured data and prede-
ned rules to match the existing user’s information then produce a re-

http://microsoft.com/en-us/download/details.aspx?id=52375
http://reddit.com/r/datasets/comments/3bxlg7
http://dropbox.com/s/4i9u4y24pt3paba/personalized-dialog-dataset.tar.gz?dl=1
http://github.com/facebookresearch/ParlAI/tree/master/projects/personachat
http://homes.cs.washington.edu/~aritter/twitter_chat
http://cs.cornell.edu/~cristian/Politeness.html
http://cs.cornell.edu/~cristian/Politeness.html
http://cs.cornell.edu/~cristian/Politeness.html
http://github.com/rkadlec/ubuntu-ranking-dataset-creator
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Fig. 12. From left to right: Knowledge-based, fact-based and identity-based personalization features. 

Fig. 13. Typical workflow of a personalized dialogue system. 

Fig. 14. Sample dialogue in a personalized dialogue 

system. 

61 
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ponse. The knowledge-based user modeling is highly correlated with
he knowledge-based dialogue system that will be discussed later. In
hort, a PDS with knowledge-based user modeling can be seen as an in-
tance of a knowledge-based system where the knowledge being used is
egarding the user. 

As compared with the identity-based user modeling, knowledge-
ased user modeling is not limited to the meta-data of users. Instead, it
ould utilize both structured or unstructured information data sources.
or example, triples representing the user habits or preferences could be
xtracted from the user’s dialogue history [81] . Sordoni et al. [82] used
he bag-of-words (BoW) embeddings of past dialogues of the same user
s additional context, which is one of the first attempts to use prior
nowledge (dialogue’s history from the user) to curate responses. Sim-
larly, Al-Rfou et al. [84] used dialogue histories (context), response,
nput message, and author (user) as personalization features; then defin-
ng user embeddings and the bag of n -gram embeddings to keep track
f sentence structures and word order: 

( 𝑀 1 , … , 𝑀 𝑛 ) = 

1 
𝑁 

∑
1 ≤ 𝑖 ≤ 𝑛 

∑
𝑤 ∈𝑛𝑔𝑟𝑎𝑚𝑠 ( 𝑀 𝑖 ) 

𝜙𝑛𝑔𝑟𝑎𝑚 ( 𝑤 ) 

here N is the total number of n-grams from all the messages
 𝑀 1 , … , 𝑀 𝑛 }. Implementation and data source aside, we think conver-
ation history serves as an anchor to the context which the dialogue sys-
em is trying to focus on, and that is the reason why it has been so widely
tilized; especially in task-independent dialogue systems where there is
o clear goal to achieve but a more specific and meaningful conversa-
ion is desired. On the other hand, personality can also be characterized
y a set of text description. For example, Mairesse et al. [98] designed
 set of questions for rating one’s personality. 

Personalization might also be a pre-requisite for many tasks. As
hown in Fig. 13 , the dialogue system requires personal information to
ake the right recommendation. Personalized reasoning [85] is a task

hat aims to retrieve the facts from a knowledge base that is related to a
estaurant based on both attributes of the user and the restaurant itself.
onversation history was stored in the memory component [22,81,93] .
imilarly, Mo et al. [86] also combined both fact-based features (user’s
tterances and agent’s replies) and identity-based features (choices of
offee) for the online coffee shop’s dialogue system. 

.2. Personalized response generation 

With the user modeling representing the personal information of a
ser, the next key step of a PDS is to generate (or retrieve) the per-
onalized response. Previous works focused on two major approaches:
enerative methods, which generate appropriate responses during the
onversation and retrieval-based methods (or ranking methods), which
re capable of selecting suitable responses from a list of candidates or
epository. However, the main goal of a PDS is to generate not only suit-
ble but also engaging responses based on prior knowledge of the user.
s for affective dialogue systems, we organize our discussion with two
ub-topics based on how personalized information is integrated into the
ecoder (or generator): (1) personality-aware model and (2) personality-
nfused model to demonstrate the usefulness, capabilities, and limita-
ions of each modeling type. 

.2.1. Personality-aware model 

A personality-aware model generates responses adapting to the per-
onality of the user (or other parties of a conversation). In other words,
he responses are composed of the awareness of the user’s personalized
reference. However, what differs significantly from the personality-
nfused model which will be discussed in the subsequent section is that
t does not enforce a personality of the virtual agent itself. 

With user modeling, the response can be simply retrieved from a
andidate pool [81] . Alternatively, the generator might be taught to
enerate the response word by word [82] (as illustrated in Fig. 15 ).
or example, it can utilize Seq2Seq model that is both context-sensitive
62 
nd data-driven. In addition to using input sentence, different context-
ensitive information including context c , current message/sentence s t 
nd response o might be used. Context c represents a sequence of past di-
logue exchanges, then the receiver emits message s t to which the sender
eacts by formulating its response, and the estimation of the generated
esponse will be conditioned on past information c and s . 

 ( 𝑠 𝑡 +1 |𝑠 1 , … , 𝑠 𝑡 1 , 𝑐, 𝑠 𝑡 ) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 ( 𝑜 𝑡 ) 

These context-sensitive models differ in terms of how they compose
he context-message pair ( c, s ). The context representation does not
hange through time, hence it forces the context encoder to produce
 representation general enough to be useful for generating all words. 

Li et al. [94] proposed (1) Speaker model (as illustrated in Fig. 16 )
nd (2) Speaker-Addressee model for personalization task. In (1), they
ut the Speaker-level vector (which has identity-based features) into the
arget part of Seq2Seq model. Then they modeled similar words embed-
ing to identify similar speaker embedding. (2) is the Speaker-Addressee
odel, in which the authors did not only encode the speaker but the ad-
ressee as well. For example, if there are two pairs of speaker-addressee
 A, B > and < A ′ , B ′ > , with speaker A is similar to A ′ and B is similar

o B ′ ; so A ′ and B ′ will have a similar conversation and response as A and
 , even if they never met before. This can be applied to a knowledge-
ased dialogue system, as we can now model knowledge like we model
he speaker’s profile. We can also do reverse mapping for a speaker in
he larger set to condition on how it behaves back to the smaller set. One
isadvantage is the speaker-addressee model is sensitive to the identity
f the addressee, which will often generate sentences that have both the
ame and the identity of the original addressee. 

User profile and conversational history might play a different role
n the memory of speakers. Hence, it is reasonable to model them us-
ng separate structures. For example, Split Memory [85] extends the
riginal MMN by dividing the memory of the model into two: Profile
ttributes and Conversation history. The user’s attributes are added as
eparated entries in the profile memory before the dialogue starts, and
ach dialogue turn is added to the memory. The mechanism of selecting
he best responses is the same as the original MMN. The output from
oth memories are summed element-wise to get the final response. Sim-
larly, Luo et al. [93] gathered the conversations of similar speakers and
aintained a global memory in addition to the profile embeddings. On

he other hand, this solves the challenge of handling ambiguity among
nowledge-based entities, such as the choice between “phone ” and “so-
ial media ”, which takes the relation between a speaker profile and
nowledge base into account. Likewise, Zhang et al. [60] handle the
istory and profile by first performing attention over profiles memory
n the first hop, then attention over dialogue histories in the next hops.

Most recently, Olabiyi et al. [92] integrated speaker attributes with a
ierarchical recurrent encoder-decoder network (HRED) [107] . The out-
ut of the encoder is summarized via attention model and concatenated
ith the attribute embedding, thus allowing the generator to access the

peaker’s identity/attributes. The authors also employed the framework
f GAN to enforce the awareness of personal information by the gener-
tor. Attribute-specific discriminators are used to distinguish responses
enerated with different user attributes. In doing so, the generator is
apable of responding differently to input utterances. 

In a large scale setting where numbers of users might present in the
ystem, it can be quite difficult to have enough data for each type of user.
t is possible to gather and transfer user knowledge generated in a partic-
lar domain or task setting to a new domain or task. Mo et al. [86] pro-
osed a transfer learning framework for an online coffee-delivery system
o model the preferences of different speakers. Its goal is to extend a dia-
ogue system to include a previously unseen concept and then adapt the
xisting dialogue management system to an extended one [108] . The
uthors model the personalized Q-function as a general function plus a
ersonal one which has the set of all possible choices of coffees and how
t is done (latte, iced, macchiato, etc.), as well as the probability distri-
ution of the speaker’s orders. A personal reward point or “punishment ”
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Fig. 15. Two different Dynamic-Context Generative models (DCGMs [82] ) that make use of past dialogues (context) and current sentence to estimate a personalized 

response. 

Fig. 16. Use of speaker embeddings in encoder-decoder architecture. 
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oint will be given to the system which depends on the response from
he speaker. Yang et al. [88] aim to incorporate personalization criteria.
heir framework assumes a source domain D s and target domain D t . The
odel adaptation exploits user-specific information in the personalized
ataset (target dataset D t ) to improve the performance of the personal-
zed conversation system by firstly generating an intermediate response
nd then feed the middle response into the response agent to recover
he input. 

The main advantages of the transfer learning system include the abil-
ty to be trained in both semi-supervised and unsupervised adaptation
ettings by fine-tuning against different rewards, adequately leverage
oth paired and unpaired data in the target domain and the capability
f exploring user-specific information. However, its disadvantages are
arge data requirements and need for extensive evaluation. In general,
e can use a large collection of general training data as the source do-
 T  

63 
ain and the personalized data as a target domain and perform transfer
earning from the source domain to the target domain. Reinforcement
earning can bypass the exposure bias and non-differentiable issues and
aximize future reward in dialogue, thus generates better-personalized

esponses for different users. 

.2.2. Personality-infused agent dialogue systems 

In addition to personality-aware dialogue systems, we have
ersonality-infused agent dialogue systems. Instead of just conditioning
n the user’s profile or attributes alone, we can assign unique, distinc-
ive personality or profile to an agent in order to make the conversation
moother, more flexible and natural. 

Firstly, as illustrated in Fig. 17 , it aims to assign personality and iden-
ity to a chat agent for more coherent, natural and realistic responses.
he authors use Weibo dataset for the training stage. It has three main
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Fig. 17. Sample responses generated by Seq2Seq and personalized dialogue 

model. 
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omponents: (1) Profile Detector, (2) Bidirectional Decoder and (3) Po-
ition Detector. 

The goal of (1) is to select which profile value should be addressed in
 generated response (if the user asks about a third-person, not the agent
tself i.e.: “How is your sister? ”, then the agent will go ahead and gen-
rate response straight away). This component is a multi-class classifier
hat uses a multi-layered perceptron (MLP) with the representation of
he posts, the weight matrix, and key-values of the profiles. The optimal
alue is selected with the maximal probability. 

Component (2) is a decoder that aims to generate a response in which
 profile value will be mentioned. It has a backward decoder and for-
ard decoder but (3) will help to predict the start decoding position.
n the other hand, component (3) is designed to provide more super-
ision to the bidirectional decoder, which is only used during training
because during training the profile values are rarely mentioned in the
esponses, hence the bidirectional encoder is not aware of which word
he decoding should start). 

Most importantly, (3) has the ability to alter the training data. This
ystem can provide a model that can generate responses that are co-
erent to a pre-specified agent profile that does not require learning
rom dialogue data, and with (3) helps improving performance than a
andom position picking strategy. Otherwise, it relies on profiles and
equires manual labor works. In conclusion, this paper has the poten-
ial to develop more commonsense and better semantic reasoning and
an auto-generate many combinations of profiles and improve a lot on
 variety of responses. 

Secondly, Zhang et al. [89] solved the problem of incorporating spe-
ific personality traits into dialogue generation to deliver personalized
ialogues. Its Personaldialogue dataset is also from Weibo, which is a
ulti-turn and each utterance is associated with a speaker who is anno-

ated with traits. In this paper, the problem can be summarized as the
ollowing: Given a post 𝑋 = 𝑥 1 , 𝑥 2 , … , 𝑥 𝑛 and a set of personality traits
 = 𝑡 1 , 𝑡 2 , … , 𝑡 𝑛 , the system should give a response 𝑌 = 𝑦 1 , 𝑦 2 , … , 𝑦 𝑛 that
mbodies the personality traits in T . As mentioned before, each trait t i 
elongs to T is given as a key-value pair 𝑡 𝑖 = < 𝑘 𝑖 , 𝑣 𝑖 > . 

After having a persona representation, the authors proposed two
ethods: (1) Persona Aware Attention and (2) Persona Aware Bias. (1)
ses persona representation to generate the attention weights at each
ecoding position (which extends the computation of attention weights
sed in the decoder) to produce context vector computed at each posi-
ion that conditioned on the persona representation. In this model, it is
ore of a personality-aware model. However, in (2), the authors apply
irectly to estimating the generation distribution by incorporate the rep-
esentation vector in the output layer of the decoder (which is a 2-layer
RU). 

This system can generate responses incorporating certain traits and
an choose proper personality traits for the different context, and also
ackles the data sparsity issue because the trait representations and dia-
ogue data across speakers are shared. However, it requires a lot of data.
he bottom line is this model can integrate richer and subtler traits in
he future. It can also learn to choose proper, suitable traits and speech
tyles or choices of words. 
64 
Finally, [91] aimed to predict the character trope based on simi-
ar characters across different movies from a database of movie and
omic characters’ quotes and lines. In the training data, each charac-
er will be assigned to different tropes (groups), each group contains
everal paragraphs describing characteristics, actions, and personalities,
ogether with character’s lines in a dialogue (prior knowledge). 

The authors proposed Attentive Memory Network (AMN), which
onsists of Attentive Encoders (1) and Knowledge-Store Memory Mod-
le (2). (1) has Attentive Snippet Encoder (individual level) to capture
he features and the relevance of each word in the given text, and At-
entive Inter-Snippet Encoder (across multiple snippets) captures the
nter-snippet relationship. The attention mechanism is used to assign
ow attention scores to irrelevant snippets. Then (1) will result in the
ummary vector, which is also the persona representation where it cap-
ures both internal features and external features (contextual informa-
ion, other characters’ lines). Meanwhile, (2) incorporates description
ith skip-thought vectors [109] to initialize memory keys, and the val-
es are learnable embeddings of trope categories. The final step is to
alculate similarities between persona representation and keys. 

In conclusion, this paper demonstrates that the use of a multilevel
ttention mechanism greatly outperforms a baseline GRU model, about
he character trope classification task that serves as a testbed for learning
nd assigning personas from dialogues. 

. Knowledge-based dialogue system 

Generating a conversation is a process of searching and communicat-
ng with the knowledge that might come from multiple sources includ-
ng the current dialogue, personal background, or even external knowl-
dge sources such as a knowledge graph [110] . The comprehension of
ialogue thus requires access to the background knowledge which has
reated a gap between responses generated by human beings and those
y data-driven dialogue agents [13,18,48] . Fig. 18 shows an example in
hich the external knowledge plays an important role in inferring the
ppropriate word in response. It can be seen that without knowing “Uni-
ersal studios ” is at Sentosa and can be shortened as “USS ”, the genera-
or is not able to infer such information from the given input. Therefore,
iven the need for modeling knowledge in dialogues, we refer to those
ialogue systems with explicit access and modeling of external knowl-
dge that are not visible in the current dialogue as a knowledge-based
ialogue system. 

Extending the basic architecture of encoder-decoder, a knowledge-
ased dialogue system typically has two additional components: 1)
 knowledge encoder (see Section 5.1 ) encoding the knowledge into
ome sorts of representation and 2) a knowledge-aware decoder (see
ection 5.2 ) generating responses conditioned on both the context and
xternal knowledge. Based on a set of critical dimensions, we summa-
ize all papers and datasets having been discussed in this section and
elated to incorporating into Table 5 and Table 6 . 

It is hard to come up with a universal encoder because of the hetero-
eneous nature of knowledge. Instead, we classify knowledge encoders
nto two main categories based on if the knowledge to be encoded is
tructural or not. 

.1. Knowledge encoding 

.1.1. Structured knowledge 

Structured knowledge plays an essential role in language under-
tanding for their well-defined forms and simplicity in use. One of the
riteria of a comprehensive and structured knowledge base is that it
hould be sufficiently general to account for a large number of con-
epts and their relations, and workable with real-world settings [127] .
fforts on building a structured knowledge base can be dated back to
he 1950s [128] where the knowledge is represented in a set of rules
xpressing permissible transformation operations. Later, the structured
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Table 5 

Summary of work involving an external knowledge component. 

Authors Year Forms of knowledge Knowledge encoder Backbone model Nature of dialogue Domain Main Challenge 

Lowe et al. [96] 2015 Unstructured knowledge LSTM LSTM + Encoder-Decoder Multi turns; 

Task-independent 

Operation System Incorporate unstructured knowledge 

into dialogue generation. 

He et al. [111] 2017 Structured knowledge Recursive graph 

embedding; 

Copy + attention 

LSTM + Encoder-Decoder Multi-turn; 

Task-dependent; 

Collaborative 

Mutual Friends Represent structured knowledge. 

Condition the generation of 

response on both knowledge and 

dialogue history 

Madotto et al. [112] 2018 Structured knowledge BoW embedding; 

Copy + attention + 

sentinel 

LSTM + Encoder-Decoder Multi-turn; 

Task-dependent 

Multi-domain Represent structured knowledge. 

Condition the generation of 

response on both knowledge and 

dialogue history. 

Guo et al. [113] 2018 Structured knowledge Sequential action 

encoder 

GRU + Encoder + 

Grammar-guided 

Decoder 

Multi-turn; 

Task-independent; 

Q&A 

Open-domain Jointly model searching and inference 

on knowledge. dialogue memory 

management by inferring a set of 

logic forms. 

Wu et al. [114] 2019 Structured knowledge BoW 

embedding + MMN; 

Multi-hop read and 

write. 

GRU + Global Mem 

Encoder + Local Mem 

Decoder 

Multi-turn; 

Task-dependent 

Multi-domain Knowledge base used to be very large 

and dynamic and thus difficult to be 

incorporated into a learning 

framework. 

Xu et al. [115] 2019 Structured knowledge Directed probabilistic 

graph 

DQN + Relation matrix Multi-turn; 

Task-dependent 

Medical Modelling dialogue rationality in the 

context of medical knowledge and 

symptom-disease relationsMismatch 

between template-based dialogue 

and real-world scenarios. 

Ghazvininejad 

et al. [116] 

2018 Unstructured knowledge LSTM encoder GRU + Seq2Seq Multi-turn, 

task-independent 

Open domain Incorporate unstructured knowledge 

Liu et al. [117] 2018 Structured Summary encoding 

(count of entities) 

LSTM + Policy network Multi-turn; 

task-dependent 

Restaurant search;Movie 

booking 

Tune the pre-trained model using 

online user feedback; Resolve 

mismatch of dialogue state 

distribution between offline and 

online modes 

Reddy et al. [118] 2019 Structured BoW 

embedding + multi- 

level attention + 

Copy 

GRU + hierarchical 

Encoder + Decoder 

Multi-turn;Task- 

dependent 

Restaurant 

search;In-car;Movie 

booking 

Knowledge tuples are large in amount 

which might cause memory 

explosion. Knowledge triples 

enforces inference of relation 

between attributes (considering 

indirect links). Enforces a common 

reader for two different types of 

data (dialogue history and 

knowledge) 

Zhou et al. [119] 2018 Structured Triplet Embedding + Hi- 

erachical Graph 

Attention 

GRU + hierarchical 

Encoder + Decoder 

Single turn; Chit-chat Open domain Enhance language understanding with 

commonsense knowledge. 

6
5
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Fig. 18. Example of external knowledge aiding dialogue gen- 

eration. 

Table 6 

List of data-set and resources for knowledge-based dialogue systems. 

Dataset Description Download Link Language 

Foursquare + Twitter [116] Comments left by customers about restaurants. 

23M general dataset of 3-turn conversations 

grounded with Foursquare tips. Tweets with 

handles found in Foursquare 

N/A English 

CSQA [113] Created from Wikipedia. Questions are classified 

as kinds of types (e.g., simple questions or 

logical reasoning). 

http://amritasaha1812.github.io/CSQA English 

Google Simulated Dataset [117] GST: Dataset of conversations between an agent 

and a simulated user. 

http://github.com/google-research-datasets/ 

simulated-dialogue 

English 

MZ Medical Dialogue [120] Dialogues collected from Baidu Muzhi Doctor 

website. 

http://sdspeople.fudan.edu.cn/zywei/data/acl2018- 

mds.zip 

Chinese 

DX Medical Dialogue [115] Dialogues collected from another Chinese medical 

consulting web (dxy.com). 

N/A Chinese 

Stanford In-car Assistant Dataset [121] Multi-domain dialog dataset collected using 

Crowd Sourcing. 

http://nlp.stanford.edu/blog/a-new-multi-turn- 

multi-domain-task-oriented-dialogue-dataset 

English 

bAbI Dialog Dataset [122] Task-specific dialogues in the restaurant domain http://github.com/HLTCHKUST/Mem2Seq English 

ARC [123] This consists of a collection of scientific questions 

and a large scientific text corpus containing a 

large number of scientific facts. 

http://data.allenai.org/arc/arc-corpus English 

SEMEVAL 2018 - task 11 [124] Questions describing events about daily activities. http://competitions.codalab.org/competitions/17184 English 

CamRes [125] Data on restaurant searching dialog for 

restaurants in the Cambridge area. 

http://github.com/shawnwun/NNDIAL/blob/master/ 

data/CamRest676.json 

English 

Ubuntu Dialog Corpus [96] Extracted from Ubuntu IRC chat logs. http://github.com/rkadlec/ 

ubuntu- ranking- dataset- creator 

English 

CoCoA Dataset [111] This dataset was created by crowdsourcing. http://stanfordnlp.github.io/cocoa / English 

Maluuba Frames [126] Task oriented dialogues for hotel and flight 

booking. 

http://datasets.maluuba.com/Frames English 
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i  
nowledge became the backbone of expert systems [129] which is usu-
lly specific to a particular domain or task. However, the development
nd maintenance of these knowledge base systems are generally rely-
ng on human efforts and thus not scalable and hard to be generalized
o other domains. Additionally, commonsense computing [130] aims
o develop large-scale commonsense knowledge bases, e.g., Concept-
et [131] and SenticNet [132] , that can be automatically built and up-
ated over time. 

Thanks to the rapid growth of large scale knowledge bases [133] ,
tructured knowledge is deemed as a main source for the dialogue agent
o obtain relational information of different kinds of entities, e.g., named
ntities but also time expressions [134] , which assists in understanding
he semantics of language. In the light of recent progress in deep neu-
al network, embedding-based knowledge encoder has been adopted by
xisting frameworks. It can be represented as a set of relation triplets,
.e., {( e 1 , r, e 2 )}, where e 1 and e 2 are the two entities and r being the
elation type. For example, ( “Jimmy’s House ”, Is_A, “Friend’s Home ”)
imply means that “Jimmy’s house is my friend’s home ”. Since entities
nd relations are all consisting of words, one of the most straightforward
hoices of an encoder is the BoW encoder [112,114] . At first, each word
f entities and relations is mapped to a dense vector via looking up in an
mbedding table. All the word vectors are then summed (or averaged)
ver to get a single vector for the triplet. 

One problem with the BoW representation is that the structural infor-
ation is lost to some extent. That said, it makes no difference whether a
ord appears in e 1 , r , or e 2 . A more accurate encoder takes into consider-
tion the word order by using a sequential model (e.g., an RNN) [135] or
eparated parameters for the head, relation, and tail [119] . Moreover,
66 
he triplet embedding considers only one triplet at a time and fails to ac-
ount for the global structure of knowledge. Reddy et al. [118] directly
epresent the data cell (containing multiple attributes and values) by a
et of key-value pairs, while He et al. [111] proposed a recursive graph
mbedding where information can propagate from neighbors to the en-
ities of interest. 

.1.2. Unstructured knowledge 

Perhaps, the biggest drawback of using structured knowledge in
uilding dialogue systems is that the information required by the dia-
ogue system may sometimes not be aligned with the structure of knowl-
dge. Moreover, the process of structuring knowledge involves either
uman efforts or rule-based filters that are performed as a separate step
hich is typically not optimized together with the dialogue model. In

omparison to structured knowledge, unstructured knowledge might be
ess constrained, available on a much larger scale, and contain richer
nformation yet to be filtered. Since unstructured knowledge is usually
n the form of plain texts, the suitable knowledge encoders for unstruc-
ured knowledge are mostly sequence encoders [96,116] that were used
o convert a sequence of words into a dense vector. Moreover, unstruc-
ured knowledge encoders can be trained end-to-end with the rest of the
ialogue system to achieve optimal performance. 

.2. Knowledge-aware decoding 

Although some particular types of encoded knowledge (e.g., a count
ector) might be simply passed to the decoder as additional input, it
s still the biggest challenge of modeling in dialogue. This section will

http://amritasaha1812.github.io/CSQA
http://github.com/google-research-datasets/simulated-dialogue
http://sdspeople.fudan.edu.cn/zywei/data/acl2018-mds.zip
http://nlp.stanford.edu/blog/a-new-multi-turn-multi-domain-task-oriented-dialogue-dataset
http://github.com/HLTCHKUST/Mem2Seq
http://data.allenai.org/arc/arc-corpus
http://competitions.codalab.org/competitions/17184
http://github.com/shawnwun/NNDIAL/blob/master/data/CamRest676.json
http://github.com/rkadlec/ubuntu-ranking-dataset-creator
http://stanfordnlp.github.io/cocoa
http://datasets.maluuba.com/Frames
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iscuss how knowledge could be utilized to facilitate the generation of
ore informative and coherent responses. Generating responses typi-

ally involves two types of knowledge sources. The first one is from the
istory of dialogue, including utterances of previous turns as well as
he user’s input at the current dialogue turn. We refer to this knowl-
dge source as the historical knowledge, while there is another source
f knowledge to be embedded into the response, referred to as the pre-
ictive knowledge. 

.2.1. Knowledge attention 

The knowledge encoder converts the knowledge base into some rep-
esentation. As seen from the previous section, the most popular repre-
entation is a form of dense vectors called knowledge embedding. Given
he context and the set of knowledge embedding, it needs to read or re-
rieve the relevant knowledge that will be then used for conditioning
he generation of a response. 

The retrieval and searching process of knowledge can be done in
 heuristic fashion, especially when the knowledge base is on a large
cale. Lowe et al. [96] retrieved unstructured texts using a combination
f TD-IDF and hashing. One popular and probably more effective alter-
ative dealing with a smaller (or refined) set of knowledge is to compute
 weighted sum over the knowledge embedding. As we have discussed
n the previous section on the attention model, the weights of subsets of
nowledge bases (e.g., triples) can be obtained by computing an atten-
ion vector. As for the attention over a sequence of words, each encoded
nowledge vector is passed to a MLP together with a query vector rep-
esenting to current dialogue states. Zhou et al. [119] proposed to learn
ierarchical attention where the first layer is over the knowledge graphs
hile it has second layer attention over the triples. 

.2.2. Copy 

Two extensions of attention mechanism playing an essential role in
nd-to-end dialogue generation are pointer network [136] and Copy-
et [137] . The main idea is to use the attention as pointers to select and
opy words from the input. It was first proven by Eric et al. [138] that
ugmenting the standard Seq2Seq framework with the copy mechanism
ould outperform retrieve-based methods. Later, Eric et al. [121] pro-
ose adding to the vocabulary distribution a copy distribution over
nowledge base entries. In other words, a word can be generated by
ither emitting from the distribution over a fixed vocabulary or by copy-
ng a word from the knowledge base. Madotto et al. [112] introduced
 memory augmented neural architecture with a differentiable external
emory component storing the dialogue history as well as triples from a

nowledge base. It differs from standard CopyNet in the sense that copy
istribution is trained separately to minimize the loss on the heuristi-
ally generated ground truth pointers. Instead of using only one pointer
o filter the knowledge and dialogue history, Wu et al. [114] apply a
lobal-to-memory pointer with a global memory to filter the knowledge
nd context and a local memory at the decoder side to copy words dy-
amically. 

In addition to architectures working with triple embeddings, there
lso exist approaches to tackle with more structured knowledge repre-
entation. Reddy et al. [118] apply a multi-level memory architecture
o learn pointers to values hierarchically grouped by query, result, and
ttributes. Guo et al. [113] model the inference of logical forms based
n the current dialogue context as a sequence of actions. Copying a sub-
equence of actions is then considered as a particular type of action in
ecoding. 

. Future directions 

Many research challenges remain in the context of empathetic dia-
ogue systems. For example, little effort has been devoted to combine
he three key components (i.e., personalization, knowledge, and emo-
ion) to build a more comprehensive empathetic system. With advances
67 
n each subtopic, it becomes possible to further extend this research area
n different fronts: 

1. Multi-goal Management As pointed out by Pollack et al. [139] ,
communication might be overloaded with multiple objectives. This
becomes even more true when emotion, personality and knowledge
are fused into the system. The dialogue agent should take into ac-
count all different aspects, exhibiting perception of the user’s inher-
ent states, communicating information, and minimizing the commu-
nicative efforts. The problem then becomes how to effectively search
for an optimal solution to incorporate and optimize these objectives
simultaneously. 

2. Explicit Affective Policy Existing literature have used emotion to
affect the choice of action (or implicit action in an end-to-end frame-
work). However, emotion can be considered as explicit actions in
the action space to display the affective behavior more straightfor-
wardly. For example, a virtual agent could take different strategies
for parallel empathy (mirroring the other one’s emotion) and reac-
tive empathy (providing insight to recover from other one’s emo-
tional states) [39] . 

3. Long-term Empathy Modeling The display of empathy in dialogues
is usually engaged in long-term activities. A reliable model that can
claim to have learned to be empathy must be based on analysis of
long-term data. Also, the three main components – emotion, person-
ality and knowledge are of both static and dynamic features. In other
words, they have stable bases while also being subject to changes.
It remains an open research and engineering challenge to build a
framework that is capable of engaging users in long-term dialogue
data collection and continuously develop the conversational model
to adapt to changes. 

4. Dialogue Generation with Target-dependent Emotion Although
emotion has been taken into consideration by the dialogue gener-
ation model, existing work has omitted the dependency of emo-
tion and target. In other words, emotion has been assumed to be
a uni-dimensional variable without considering it may be specified
towards different targets. A similar problem has been raised for emo-
tion or sentiment classification [140–142] , but has been missing in
the context of dialogue systems. A further study in this direction
would be to combine target-dependent emotion with user modeling,
as emotion is a particular dimension attached to the speaker and
other participants of the conversation. The emotion and personality
should be two correlated dimensions of the speaker, and thus should
be jointly modeled. 

5. Dialogue Generation with Emotion Knowledge . An existing
knowledge base might contain sentimental or emotional knowledge,
e.g., SenticNet, that can help to recognize the emotional states of the
speaker and understand background information beyond the con-
text. On the other hand, such knowledge could also help generate
emotion-coherent responses. 

6. Incorporate Cues from Multimodal Input The goal of modeling
empathy in conversation is to personify the dialogue system. How-
ever, inspired by the fact that communication between humans could
be multimodal, the output of a dialogue system could be extended to
multiple modalities to make it more empathetic. Existing work has
shown that multimodality helps to improve the accuracy of emotion
detection from dialogue [143–147] . In the future, it would be worth
investigating whether empathy in dialogues could be enhanced by
considering more input channels such as audio signals and body ges-
tures. 

7. Personalized Diversifying Dialogue Generation One of the
biggest advantages brought by personalization is the diversity of re-
sponses. Namely, the responses generated or retrieved can be cus-
tomized for a given user profile. Indirectly, this diversifies the re-
sponses generated. However, existing work ignores the fact that the
model might always generate similar responses to the same group
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of users. One research problem is how to encourage the intra-group
diversity of personalized dialogues. 

8. Deeper Conversation and User modeling Most dialogue systems
available on the market today approach conversations between user
and chatbot merely as an information retrieval problem. Given a
query from the user, their main goal is simply to retrieve the answer
that is statistically more plausible. In the future, dialogue systems
will have to do much more than that, e.g., create a model of each
conversation, understand how user’s emotions change throughout
the conversation, remember prior conversations and preferences of
the users, understand user’s needs and intentions [103] . This can be
made possible by both applying more ‘semantics-aware’ deep learn-
ing techniques, e.g., capsule networks [148] , but also by deconstruct-
ing the problem into all the relevant subtasks involved in conver-
sation understanding, e.g., sarcasm detection [80] , time expression
and named entity recognition [134] , anaphora resolution [149] , mi-
crotext normalization [150] , and more. 

. Conclusion 

Although emotion, personality and knowledge have been considered
ey components by existing research on dialogue systems, little work
as been done towards investigating the correlation between them in
 broader context in order to enhance human-computer interaction. In
his survey, we provided a unified view of these different research ef-
orts under the topic of empathetic dialogue systems and discussed re-
ent advancements and trends in this context. As one of the key features
n next-generation dialogue systems, empathetic features are imposing
ore challenges to this research domain. Researchers have explored a

ariety of settings and problems related to empathy and have attained
uccessful results. The road to emulating human-to-human conversa-
ions, however, is still long and bumpy. For each of the three sub-topics,
e surveyed the most recent and representative work and outlined a

ogical storyline for ease of comprehension. Finally, we identified a few
romising future directions for this exciting research area that could
ne day become the killer application of conversational artificial intel-
igence. 
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